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Abstract— Fingerprint compression which is based on sparse representation already exists. Here by constructing a complete dictionary 
from a group of fingerprint patches, allows us to represent them as a sparse linear combination of dictionary atoms. Initially, construct a 
dictionary where fingerprint image patches that are predefined are stored. For a new given fingerprint images represent the patches 
according to the dictionary by computing I0-minimisation and quantize and encode the representation. The algorithm has higher 
complexities due to the block by block processing mechanism which need to be taken care of.Here , we propose  a method for  solving 
sparse representation  with the help of an optimization algorithm.The optimization  algorithm used here is harmony search.The 
compression  ratio, PSNR obtained by the proposed method is high compared to the one produced by existing method. 

Index Terms— Fingerprint, compression, sparse  representation, JPEG 2000, JPEG, WSQ, PSNR. 

——————————      —————————— 

1 INTRODUCTION                                                                     

inger print recognition is very popular for personal identi-
fication among the many Biometric recognition technolo-
gies, due to the uniqueness, universality, collectability and 

invariance.  Fingerprints which amount to large volume are 
collected and stored every day in a wide range of applications 
like the kind of forensics and access control. In 1995, the size of 
the FBI Fingerprint card archive was increasing at a very fast 
rate. When there is large volume of data it consumes large 
amount of memory. The key technique to solve the problems 
is finger print image compression. 

 To reconstruct the exact original images from the com-
pressed data we go for Lossless compression.Used in cases 
where it is important that the initial and decomposed data are 
identical like file transfer. Avoiding distortion restricts their 
compression efficiency,while being used in image compres-
sion slight distortion is acceptable. Lossless compression tech-
niques are often applied in the output coefficients of Lossy 
compression.Here in Lossy compression, it transforms an im-
age into another domain, quantize and encode its 
coefficients.Here, some data is lost, for example in the case of 
video transfer.  

Two common methods of transformation are  Discrete Co-
sine Transform (DCT) [1] and Discrete Wavelet Transform 
(DWT) [2] .The DCT-based encoder can be thought of as com-
pression of a stream of 8×8 small block of images .This trans-
form has been adopted in JPEG.JPEG  has  advantages such as 
simplicity, universality and availability .It shows bad perfor-
mance at  low bit-rates mainly because of the underlying 
block-based DCT scheme. 

The Discrete Wavelet Transform (DWT) new wavelet-based 
compression standard for still images, namely JPEG 2000.The 
DWT-based algorithms include three steps:     1)a DWT com-
putation of the normalized image 2)quantization of the DWT 
coefficients    3)lossless coding of the quantized coefficients . 
JPEG 2000 is wavelet based. 

 The algorithms mentioned above are for general image 
compression. Targeted at fingerprint images, there are some 
special compression algorithms. The most common one is 

Wavelet  Scalar  Quantization (WSQ) [3],[4] .  It became the 
FBI standard for the compression of 500dpi fingerprint im-
ages.In addition to WSQ, there are other algorithms for 
fingerprint compression, such as Contourlet Transform (CT) 
[5] .Disadvantage is that these algorithms have a common 
shortcoming, namely, without the ability of learning. The 
fingerprint images can’t be compressed well now .  

A novel approach based on sparse representation is given 
in [6].Here a base matrix is constructed whose columns 
represents the features of the fingerprint images.The columns 
of the matrix dictionary are called atoms.The whole finger-
print is first divided into small patches whose number of pix-
els are equal to the dimensions of the atoms.Later, the method 
of sparse representation is used to represent the coeffi-
cients.Lastly, encode the coefficients and other related infor-
mation using lossless coding methods. Most of the Automatic 
Fingerprint Identification Systems(AFIS) use minutiae(ridge 
endings and bifurcations) to match two fingerprint images. 
Here, the difference of minutiae between pre- and post com-
pression is considered. 

The shortcoming of the above method is that due to the 
block –by– blockprocessing mechanism, however , the algo-
rithm has higher complexities.The main difficulty in develop-
ing compression algorithm for fingerprint resides in the need 
for preserving the minutiae which are used in the matching 
after compression.The approach in [6] can hold most of the 
minutiae  robustly during the compression and reconstruction. 

In this paper, we propose a method where an optimization 
algorithm is used for solving the sparse representation. Here, 
the Harmony Search algorithm is used. The proposed method 
produces higher compression ratio and PSNR compared to the 
existing method.Here in this paper in the next section we will 
see fingerprint compression based on sparse representation in 
detail.Later, we will discuss the proposed method and the 
experimental results. 
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2  RELATED WORK  
In this section we will see  the  fingerprint compression algo-
rithms such as JPEG, JPEG 2000, WSQ etc: in detail. 

 
 

2.1 JPEG: 
Here in [1], its narrated that the DCT-based JPEG compres-

sion is a lossy compression method. There are 3 different 
kinds of errors in the compression and decompression 
method. The quantization error , which exists in the compres-
sion process.The main steps of JPEG compression and decom-
pression process are shown in Figs. 1 and 2, respectively. A 
colour image can be broadly considered as multiple grayscale 
images. Without loss of generality, we suppose that the pixel 
values of the image in the spatial domain are shown by the 
integral numbers in the range [0-255]. After applying inverse 
DCT (IDCT) to the dequantized JPEG coefficients, the ob-
tained float numbers need to belong to the region[0,255] in 
spatial domain. In order to restore the image data, the values 
that do not belong to [0,255] would be truncated to 0 or 255, 
respectively. The disadvantage of this method is the  bad per-
formance at low bit-rates mainly because of the underlying 
block-based DCT scheme 

 
 
 
 
 
 

Fig 1. DCT based encoder  
 

 
 
 

Fig 2. DCT based decoder  

2.2  JPEG 2000 
 
    Here in [2], it is described that, goal of this method is to 
avoid the need for different compression standards for lossless 
and lossy compression. 

 
 
 
 
 
 
 
 

 
Fig 3 JPEG 2000 
 
ARCHITECTURE: 
 

Component Transform:The component transform provides 
decorrelation among image components (R, G, B). This im-
proves the compression and allows for visually relevant quan-
tization  

   Wavelet Transform: Two wavelet transforms possible in the 
standard.Both  transforms provide lower resolution images 
and spatial decorrelation of the images to enhance compres-
sion.The 9x7 filter –produces the highest compression, 5x3 
filter yields lower complexity and grants lossless compression. 
   Quantization :The trade-off between rate and distortion is 
acquired by quantization.Wavelet coefficients can be divided 
by a   different value for each subband. Alternatively, portions 
of the coded data can be eliminated(decreasing rate and qual-
ity). 
   Context Model:This splits the bits of the quantized wavelet 
coefficients into groups with similar statistics so the arithmetic 
coder can productively compress them. Each bit plane of a 
coefficient is processed by one of three coding passes as nar-
rated in  Fig 3.  
   Arithmetic coder :JPEG 2000 uses the MQ binary arithmetic 
coder to provide lossless compression of each coding pass of 
quantized wavelet coefficients. 
   Bitstream Ordering:Portions of coded data (output coming 
from the arithmetic coder)are collected into packets. These 
packets have a compressed header.While the codestream syn-
tax permits data to be accessed in almost any order, there 
must be some order to the data.Various orders are possible to 
permit progression by resolution, or quality, or location, or 
some combination of these. 
 

2.3  WSQ 
      Here in [3]   an overview of WSQ is given. Wsq consists of 
2 parts encoding and decoding:1)Wavelet decomposition of 
the initial fingerprint image 2)Quantization of wavelet coeffi-
cients 3)Loseless entropy encoding of the output of quantiza-
tion. Decoding is the inverse of encoding.The quantization 
step has great impact on the quality of compressed im-
ages.Compression ratio around 20:1.Disadvantage:here in pa-
per[4] ,the disadvantages are described.They are:1)Wsq cannot 
control the compression ratio.2)Its performance on fuzzy im-
ages is poor.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4 WSQ Decoder 
 
 

2.4 CONTOURLET TRANSFORM 
     Here in [5] this is briefly described.The wavelet transform 
(WT) has shown its high capability to compress natural im-
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ages that have smooth regions with definite boundaries .This 
type of transform,on the other hand, is not very useful with 
contours. Textured images are not acceptable for application 
of wavelet. Due to the mentioned shortcomings of the wavelet 
transform other transforms are proposed such as bandelet , 
curvelet , and contourlet . The contourlet transform (CT) , is a 
geometric transform which keep features such as contours and 
textures. Two main parts of the contourlet transform are 
Laplacian pyramid (LP) and directional filter bank (DFB). This 
transform has a redundancy ratio of less than 4/3 . In NLA 
algorithms after executing an orthogonal transform of the im-
age, ܯm larger coefficients are stored and the rest of the coeffi-
cients are eliminated. The reconstructed image will be an ap-
proximation of the original one and is formed using the M 
stored coefficients . 
 

The contourlet transform successfuly capture smooth con-
tours that are the supreme feature in natural images. In con-
tourlet transform, the Laplacian pyramid does the dissolving 
of images into subbands and then the directional filter banks 
examine each detail image as illustrated in Fig 5. 

 
 
 
 

 
 
 
 
 

 
Fig 

5 .  A flowgraph of the contourlet transform 

3  FINGERPRINT COMPRESSION BASED ON SPARSE 
REPRESENTATION 
Here, in this section the details of Fingerprint Compresssion 
based on Sparse Representation [6] is discussed.The algorithm 
is given below. 

 Algorithm 1 Fingerprint Compression Technique based on 
Sparse Representation [6]. 

------------------------------------------------------------------------------- 
 1: For a given fingerprint, slice it into small Patches. 
 2: For each patch, its mean is calculated and subtracted 

from the patch.  
 3: For each patch, solve the l0 - minimization problem by 

MP method.  
 4: Those coefficients whose absolute value is less than a 

given threshold are treated as zero. Record the remaining coef-
ficients and their locations.  

 5: Encode the atom number of each patch, the mean value 
of each patch, and the indexes; quantize and encode the coeffi-
cients.  

 6: Output the compressed stream. 
----------------------------------------------------------------------------------- 
When compared to natural images fingerprint images have 
simpler structure.Fingerprint images are composed of ridges 
and valleys.In the local regions they look the same.We need to 

obtain a dictionary whose size is modest. Inorder to obtain 
that the preprocessing is indispensable. Usually the finger-
print is translated and rotated according to the core point.This 
is a common pre –alignment technique that is used.The prob-
lem is that reliable detection of core is difficult in fingerprint 
images with poor quality.Therefore, to solve these two prob-
lems,the whole image is sliced into square and non overlap-
ping patches.The problems about transformation and rotation 
are solved due to this.Due to the small blocks the size of the 
dictionary is not too large. 
 
A.Construction of the Dictionary  
    Dictionary will be constructed in 3 ways.The first method: 
choose fingerprint patches from the samples that are trained at 
random and arrange these patches as columns of the dictio-
nary matrix. The second method: in generic, patches from fo-
reground of a fingerprint have an position while the patches 
from the background don’t have,this fact can be used to make 
a dictionary. Divide the interval [00, . . . , 1800] into equal-size 
intervals.Here each interval is represented by an position (the 
middle value of each interval is chosen). 
 
B. Compression of a Given Fingerprint 
    The algorithm becomes more efficient as the size of patch 
increases. However, the complexity of computation and the 
size of the dictionary also increase rapidly to make the patches 
fit the dictionary better, the average of each patch needs to be 
calculated and subtracted from the patch.   
 
 
 
C Coding and Quantization  
 Entropy coding of the atom number of each patch, the mean 
value of each patch, the coefficients and the indexes is carried 
out by static arithmetic coders . The quantization of coeffi-
cients is performed using the Lloyd algorithm. 
 
  D Analysis of the Algorithm Complexity  
 The algorithm has two parts, namely, the training process and 
the compression process.Training process is off-line,so only 
the complexity of compression process is analyzed. Size of the 
patch is m × n,number of patches in the dictionary is N, the 
total number of scalar multiplications for compressing a fin-
gerprint image  is( M1×N1/m×n)× LmnN,namely, LM1N1N. 
 

4 PROPOSED METHOD 

 Here , in this paper we propose a method to solve sparse re-
presentation using an optimization algorithm.Here, the algo-
rithm used is Harmony search.Initially , we  find region of 
interest  and then perform histogram equalization. Later im-
age is being divided into patches.Shortly, after this using har-
mony search along with the existing method we are able to 
obtain a higher compression ratio and PSNR compared to the 
existing method.Now we will discuss about harmony search 
in detail: 
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4.1 Basic Harmony Search Algorithm: 
The music improvisation is a process of searching for the bet-
ter harmony by trying various combinations of pitches that 
should follow any of the following three rules [9]: 
1.  playing any one pitch from the memory 
2. playing an adjacent pitch of one pitch from the memory                           
3.  playing a random pitch from the possible range. 
This process is mimicked in each variable selection of the HS 
algorithm. Similarly, it should follow any of the three rules 
below:  
1. choosing any value from the HS memory;  
2. choosing an adjacent value from the HS memory;  
3. choosing a random value from the possible value range. 
 
The three rules in the HS algorithm are effectively directed 
using two important parameters: harmony memory consider-
ing rate (HMCR) and pitch adjusting rate (PAR). Fig  6 shows 
the flowchart of the basic HS method. 
 
 
 
 
 
 
Fig 6. Harmony Search (HS) method 

 
 
 
Step 1. Initialize the HS memory (HM). The initial HM consists 
of a given number of randomly produced solutions to the op-
timization problems under consideration. For an n-dimension 
problem, an HM with the size of HMS can be represented as in 
fig 7. 
 

Fig 7. HMS representation 

 
HMS is typically set to be between 50 and 100. 
 
Step 2. Improvise a new solution [x1i; x2i; ...; xni] from the HM. 
Each component of this solution, x j i, is obtained based on the 
HMCR. The HMCR is defined as the probability of selecting a 
component from the present HM members, and 1-HMCR is, 
therefore, the probability of producing it randomly. If xji 
comes from the HM, it is chosen from the jth dimension of a 
random HM member, and it can be further changed according 
to the PAR. The PAR determines the probability of a candidate 
from the HM to be mutated. Obviously, the extemporization 
of x1i; x2i; ...; xni is rather similar to the production of the 
offspring in the genetic algorithm (GA) [7],[8] with the muta-
tion and crossover operations. However, the GA creates fresh 
chromosomes using only one (mutation) or two (simple cros-
sover) existing ones, while the creation of new solutions in the 
HS method utilizes  all of  the HM members. 
 
Step 3. Update the HM. The new solution from Step 2 is eva-
luated. If it yields a better fitness than that of the worst mem-
ber in the HM, it will replace that one. Otherwise, it is elimi-
nated. 
 
Step 4. Repeat Step 2 to Step 3 until a preset termination crite-
rion, e.g., the maximal number of iterations, has been met. 
 
Apparently, the HMCR and PAR are two fundamental para-
meters in the HS algorithm, which control the component of 
solutions and even impact convergence speed. The former is 
used to set the probability of using the historic information 
stored in the HM. For example, 0.9 implies that each compo-
nent of a new solution will be chosen from the HM with 90 % 
probability, and 10 % probability from the entire feasible 
range. Each component of the solution is subject to whether it 
should be pitch-adjusted, which is determined using PAR. 1-
PAR means the rate of doing nothing. For example, a PAR of 
0.3 implies that the neighboring value will be chosen with 30 
% probability. 
 
 
 
 
 

5  RESULTS AND DISCUSSION 
Initially, we find the region of interest in the input image then 
perform histogram equalization.Later, the image is being di-
vided into patches and compressed using sparse representa-
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tion. The dictionary is updated by K-SVD algorithm. In sparse 
we compute the coefficient matrix using matching pursuit. In 
the proposed method we have used  harmony search algo-
rithm to solve sparse representation.The results are being 
compared.Here,we  can see that the proposed method pro-
duces higher compression and PSNR compared to the existing 
one using sparse representation.This is shown in fig  8 and fig 
9. 

 
 

Fig 8. Comparison of Compression Ratio. 
 

 
 
Fig 9. Comparison of PSNR. 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 10. Input image 

      

 

 
 

Fig 11. Image divided into patches     

 

 
 
Fig 12. Compressed  image using sparse representation 
  
 
Here fig 10 shows the input image were histogram equali-

zation has been applied. Fig 11 shows the image divided into 
patches.Compressed image using sparse representation is 
shown in fig 12. 
 

6 CONCLUSION 
Here in this paper different fingerprint compression methods 
are discussed.The fingerprint compression based on Sparse 
Representation is is efficient than rival compression tech-
niques like JPEG, JPEG 2000, WSQ,CT etc, especially at high 
compression ratio and can hold most of the minutiae powerfu-
ly during the compression phase and reconstruction phase. 
However, the algorithm has higher complexities due to the 
presence of block-by-block processing mechanism. Our pro-
posed method uses an optizmation algorithm to resolve sparse 
representation.The algorithm used is harmony search algo-
rithm.This proposed method produces higher compression 
ratio and PSNR compared to existing method.The future work 
can be based on including new features and methods for con-
structing dictionary.We could provide training samples which 
include different quality(‘good’,’bad’,’ugly’).These possibili-
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ties can be thought of. 
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